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Abstract

This pape outlines the main resuls of a numbe of ACTS experimens on the efficacy of using standard
Internd protocok over long-dely satellie channels Thes experimens have been jointly conducte by NASA's
Glem Researb Cente and Ohio University over the lag six years The focus of our investigatios has been the
impada of long-dela networks with non-zep bit-errar rates on the performane of the suite of Interne protocols.
In particula, we have focusel on the mog widely usel transpot protocol the Transmissia Contrd Protocol
(TCP) aswell as severd application laye protocols This pape presers our main results as well as references
to more verbo® discussios of our experiments.

1. Introduction

The work presentd in this pape startel in 1994 as a series of experimens to determire the impad of a geosyn-
chronows satellie link in anetwvork path on the standad TCP/IP Interne suite of protocok[Ste94] Our investiga-
tionsareimportart for severd reasonsFirst, commercidsatellie companiswould liketo deliver Internd services
to consumesand institutiorsin remotarea of the world not coverel by goad terrestridconnecivity (e.g, Hughes
DirecPC) Our investigatios have helpal to defineand identify the extensiorsto the Internd protocd suitethat are
beneficidto delivering Internd contert over netvork patts containirg long-dely satellie channels In addition,
NASA is intereste in possiby employirg off-the-shel Internd protocok to med its nea-Earth communication
needs Therefore our experimens focus on improving standad Interne protocokin ways tha are both sak in all
network environmensand beneficidto long-delg networks.

We utilized NASA's Advancel Communicatio Technoloy Satellie (ACTS) to condud our experiments We
usal VSAT grourd statiors and data rates betweea roughly 0.75 Mbps and 1.5 Mbps (i.e., betweea half ard full
T1rate)n all our experiments While thes tess were conducte at relaively modes data rates the resuls scale
with the available bandwidh (as shown in [IBFT99]). Generaly, our experimens were conducte with a sender
at NASA's Glem Researk Cente and a recaver at Ohio University (or vice versa) However, severd of our
experimensg were performel with a loopba circuit, suc tha the sende ard recever were located in the same
location.

The bulk of our experimensfocus on the Transmissia Contrd Protocd (TCP) [Pos8l]. TCPisthe Internets
mod usal transpot protocol TCP provides reliable in-orde transmissia of dat to applications In addition,
TCP provides end-to-en congestia contrd mechanismathat attemp to proted the network againg congestion
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collapse (astake when the network isvery busy, but littl e usefu work isbeing dong [FF99]. Additionally, we have
exploral severd application layer protocoktha utilize TCP.

This pape is organizel as follows. Sectio 2 outlines our early work in determinirg the problens with using
standad Internd protocokover ACTS. Section 3 discusssan applicatian layer mitigation to TCP s shortcomings
over long-delay networks Next, Sectian 4 outlines our experiencsusing standardizé solutiorsto mitigate TCP's
performaneproblensover ACTS. Sectia 5 discussetwo experimentdamechanismintroducelinto TCP ard the
impad of thes extensiors on performanceSectian 6 outlines our investigatian of the performane of HTTP, the
application layer protocd used on the World-Wide Web. Sectin 7 discusss our investigatian of using arealistic
traffic mix acros a network path containirg an ACTS satellie circuit. Sectio 8 outlines our experimens into
TCP performane over circuits with non-zeo bit-errar rates Finally, Sectia 9 gives our conclusios and outlines
future work in thisarea.

2 Problemswith TCP/IP Over ACTS

Our early work [Kru95] illustrates two main cause of performane degradatian in TCP file transfers First, in
long transfes the advertised window supporte by off-the-shel TCP stacls is inadequate The throughpt (or
bandwidh attained for long-lived TCP transfes is given by the formulain equatio 1 [Pos8l], whereW isthe
advertisel window size B isthe bandwidh of the network link and RTT" is the round-trip time betwea the data
sende and the daiarecever.

W =B - RIT 1)

The advertisel window is the larges amourn of datatha can be buffered by the recaver. Thereforethe adve-
tised window represergthe larges amour of dataa TCP sende can transmti beforereceving an ackrowledgment
(ACK) fromtherecaver. As B and/orRTT" grow, W mug beincreasd accordingy. However, TCP placesalimit
on W by only allocatirg 16 bits of heade spae for the value Thus the advertisel window can be no more than
64 KB?. The effect of this limit is tha TCP canna fully utilize the bandwidh of a netvork pah with a large
delay-bandwidt product In addition mary TCP stacls use advertisé window sizes mud less than 64 KB by
default For instancethe hoss usel in our early experimens [Kru95] utilized advertisel window sizes of 24 KB.
Therefore the maximum throughpt of atransfe over ACTS was approximatef 44,0 bytes/secod regardless
of the amourt of capaciy available over the satellie circuit.

The secoml problan noted in [Kru95] pertairs to shot transfers Our experimensillustrate that TCP's slow
stat algorithm [Jac88 APS99 was the cau® of the performane degradation The slow stat algorithm is patt of
TCPscongestio contrd mechanismThealgorithm introducesa corgestian window (cwrd), which isthe sending
TCPs measue of the currert capaciy of the network. Slow stat begins consevatively, by initializing cwnd to
1 segment For eath ACK recaved cwrd is increasd by 1 segment providing an exponentid increag in the
sendirg rate The slow stat algorithm terminates when loss is detectel (assumd to indicaie network congestion)
or cwrd reachs the advertisel window size For long transfersthis slow probing of the network to determine
the capaciy is a smal percentag of the transfe time and therefoe does not have alarge negaive impad on
performance However, for shot transfers TCP is never able to fully utilize the capaciy of the nework path.
For instance a 2 segmernt transfe will take 2 RTTs (or more than 1 secondl after TCP's threeway handshakis
completel even if the network capaciy to transmi both segmens was available when the transfe started.

Figure 1 from [AlI97] illustrates the low utilization of a satellie netvork during slow start as compare to a
nework with a terrestrid delay (80 ms in this model) Jug before 4 second into the transfe over the satellite
link the slow stat phag completes During that same amourt of time, the terrestrid netvork is able to transfer
22 timesthe amourt of dataasis sert over the satellie link! After slow start both networks serd the same number
of bytes/secondut obviously the slow statt pha® hurtsthe performane of the long-delg connectioo much more
than the shorte-delay terrestrid netvork connection.

3 An Experimental Application Layer Mitigation

The abowe problensled to the developmen of an application-ével todl to enhane the efficiency of datatransfers.
We extendel the the File Transfe Protocd (FTP) [PR8 to use multiple TCP connectiosto transfe a given file,

IFor the first sek of experimens we did not conside TCP's optiond window scalirg mechanim [JBB92], which allows for advertised
windows larger than 64 KB, due to the lack of implementatios of the mechanism Late experimens did utilize thee TCP extensions as
outlined in sectim 4.
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Figure 1: Data transferred as a function of time over satellite and terrestrial network paths.

rather than one connection as specified in [PR85]. This multiplied TCP’s aggressiveness by the number of TCP
connections being utilized. The syntax and semantics of the extensions to FTP are outlined in [AO97]. The ACTS
experiments involvingftp are outlined in [AOK95, AKO96, All97].

Figure 2 shows the throughput of a 5 MB transfer as a function of the number of parallel data connections used
to transfer the file over an ACTS T1 link. Each connection used an advertised (maximum) window of 24 KB which
yields throughput of approximately 44,000 bytes/second, as outlined above. Therefore, we would predict that
4 connections would be required to fully utilize the capacity of the channel (approximately 192,000 bytes/second).
However, the best performance is obtained when using 6—8 data connections. We believe it takes more than four
connections to reach optimal performance due to segment overhead, as well as lingering slow start effects. When
using 6—8 connections we achieve nearly optimal throughput when all protocol overhead is taken into account.
Using more than 8 connections leads to sub-optimal performance (but, still much better than using a single con-
nection). This drop in throughput is caused by segment losses due to increased congestion from competing TCP
flows. Part of TCP’s congestion control mechanism calls for a reductiomridwhen a loss is detected, as the loss
is assumed to indicate network congestion. As sooxftasstarts over-running router buffer queues, thus losing
segments, some of the connections reduce their sending rate, so the time required for the entire transfer increases.

The following are some of our key findings from outp ACTS experiments:

e Large advertised windows are required. As predicted by the experiments outlined in the previous section,
using a largeeffective window siz@.e., the sum of the advertised window sizes across all connections used
by xftp) allows full utilization of the available capacity for long-lived data transfers.

e Larger initial congestion window sizes help. Usihgconnections in parallel speeds up slow start by using
an effective initialcwndof N segments. This cuts several RTTs off the transfer time and could be especially
useful for short transfers.

e The throughput of the transfer is sensative to the number of connections employed. Using too few connec-
tions results in an effective advertised window less than the delay-bandwidth product and thus an underuti-
lization of the capacity. Using too many connections leads to loss on the channel and a reduction in sending
rate due to network congestion. Finding a general mechanism to choose the proper number of connections
during the data transfer proved difficult [AKO96].

e The multiple TCP connections acted much like a “selective acknowledgment” (SACK) mechanism. In other
words, xftp's loss recovery is more efficient than the standard TCP loss recovery [APS99] because it was
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Figure 2: Performane of xftp as a function of the numbe of parallé TCP connectios employel over an ACTS
T1 circuit.

sprea acros mary connectiostha ead keep tradk of their own sequene space Standad TCP can effec-
tively recove from one lost ssgmen per RTT [FF96]. Therefore xftp can effectively recove from roughly
N losses pe RTT (assumingV paralld connections).

Finally we notethat using multiple parallé TCP connectiosisnat “friendly” to the network in generédbecause
ead indication of network congestio reduce cwnd by less than the reduction would be if one connectio were
usal [FF99]. Therefore while xftp is a valuabk todl in learnirg abou nework dynamicit is not recommended
for geneal purpog use

4. Standad Solutions

During our investigationsthe Interné Engineerig Tak Force (IETF) standardize options to TCP to mitigate
sone of the problens outlined above RFC 1323 [JBB97 introducel an option for TCP to adverti® windows
mud larger than 64 KB. Meanwhile RFC 2018 [MMFR96] introducel a selectie acknowledgmein(SACK)
option to TCP. Using the SACK option receavers can inform sendes exactly which sesgmens have ariived rather
than relying on TCP's cumulatve ackrowledgment This allows a TCP sende to efficiently recove from multiple
lost segmens without reverting to using a costly retransmissia timeou to determire which segmens neel to be
reset [FF96].

We conducte a series of ACTS experimens using thes two new TCP optiorns [AHKO97, Hay97]. Figure 3
shows the throughpti for a numbe of differert varians of TCP as a function of transfe size We usel a half-T1
ACTS link for these experiments The xftp experimens use 4 paralld connectionsFirst, we turmn our attentian to
the two experimens run using effective advertisel window sizes of the delay-bandwidt produd (which produces
no network congestio and therefoe no segmert loss) In this case xftp slightly outperforns the one connection
Rero transfe. The amour by which the throughpuadiffers betwee the transfes gets smalle as the transfes grow
longe. Thisindicates that the differen@is due to the xftp transfe using alarge initial cwnd

The lower three lines on the plot represehexperimens with alarge than necessaradvertisél window. The
increasd advertisel window leads to droppel segmens due to buffer overflow in a route in the middle of the
nework path Standad Rero TCP perfornsthe worg in these experimentsAs shown, using TCP with the SACK
option drasticaly increass throughput Using xftp provides still bette throughput However, xftp has a more
aggreswe respons to netvork congestia than a single TCP connection When one loss occuss on the s& of
paralld connectios only one of the four TCP connectiosreduceits cwrd by half, leadirg to an overal reduction
of an eight in respone to a single congestia indication (rathe than the standad reduction of one half) in this
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Figure 3: Throughpt of various versiors of TCP as a function of transfe size.

experiment The more aggresive respongto congestio usal by xftp explainsthe throughpabeneft shownin the
plot.

Thefollowing isasummay of our conclusiors from this se of ACTS experiments:

e When the network is uncongestedlCP's large window extensiors (RFC 1323 [JBB92]) provide nearl the
sane behavior as xftp, modub the large initial cwnd utilized by xftp.

e TCPs SACK option provides drastt throughptiimprovemensin the face of network congestion.

e The resuls of thes experimens alluded to the fad that the throughpt of a transfe was quite sensave to
the advertised window chosen Hayes [Hay97] emulate our ACTS setp and shows the disastros effects
that choosirg the wrong advertiseé window size can have on performance.

The ACTS experimens outlined in this section were influentid to the IETF's TCP Over Satellie Working
Grouw as RFC 248 [AGS99 was preparedThis RFC outlinesthe standad IETF mechanismtha shout be used
by hoss transferirg data over network patts containirg satellie links.

5. Experimentd TCP Mitigations

Our next shot se of ACTS experimensinvolved investigatirg waysto mitigate the underutilization of the network
during the slow stat pha® of a TCP transfe. The first mechanim we studied was using a large initial cwnd as
suggestd by the experimens outlined in the lag section.

Figure 4 from [AlI97] showsthroughptiimprovemenas a function of the initial cwnd size for various transfer
sizes As shown, the throughpt increase as the initial value of cwnd is increased The impad is especially
significant for shot transfers The impad for the longe transfes is mud less due to the relaively shot amount
of time spent using slow stat when compare to the totd time requirel to transfe thefile.

Thes experimentsalong with severd additiond investigatios [AHO98, PN98 SP98] influencel the IETF's
decision to make the use of alarge initial cwnd a sanctiond experimentamechanisn [AFP98].

Our secoml s& of experimens involved a slightly modified algorithm for increasig cwnd during slow start.
As outlined in sectin 2, cwnd is increasd by 1 segmernt for ead ACK receved during slow start Many TCP
recaversemploy the delayal acknowledgmetalgorithm [Bra89 APS99] Tha is, recavers are allowed to refrain
from sendirg an ACK for ead incoming segment However, an ACK mug be sert for every secomw full-sized
segmert receved Furthermorean ACK can not be delayel for more than 500 ms By reducirg the numbe of
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ACKs sernt to the data originata, the recever is slowing the growth of cwnd We introducel an algorithm called
byte countirg which allows the sende to increag cwnd basel on the numbe of new segmenst ackrowledged by
ead incoming ACK, rathe than on the numbe of ACKsrecaved.

File Size Throughput
Improvement (%)
30KB 9.4
100 KB 16.9
200 KB 15.3
1MB 8.5
5MB 9.5

Table 1: Throughptiimprovemert when using byte countirg rathe than ACK countirg to increag cwnd

Table 1 shows the performane improvememof using byte countirg as oppose to traditiond ACK counting
[AlI97]. As shown, the improvemen for shot transfes is better than for long transfes (even thoudh the im-
provemert is goad for long transfers as well). This shows that byte countirg is importart in slow start but is
also importart during congestio avoidane (the phag wherely TCP probes for additiond network capaciy by

increasiy cwrd linearly).

Byte countirg has been adopta by the IETF as a propose standad during the congestio avoidane phase
of TCP connectios [APS99] Furthe refinemerd to byte countirg have been suggestd sinae the above ACTS
experimens[All9 8, All99]. Our hopeisto develop an experimentdadocumenwithin the IETF to allow sonme form
of byte countirg during slow stat in addition to its alreaqy sanctiond use during congestio avoidance.

6 HTT P Experiments

The next se of ACTS experimens we conductel empbyed the HyperText Transfe Protocd (HTTP) [BLFN96,
FGM*97], the application layer protocol used for World-Wide Web (WWW) transfers HTTP uses TCP for
reliable transpot of its data Two versiors of HTTP have been defined and are in widespred use on the Internet.
HTTP/10 [BLFN96] transfes a single WWW *“object’” (HTML documentimage file, etc) per TCP connection.
Oftentimes WWW browseis open multiple HTTP/10 connectios simultaneougl to decreasthe timerequired to
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transfer all objects necessary to render a web page. HTTP/1.1 {RGMallows a TCP connection to be re-used

for transfering multiple WWW objects In addition, HTTP/1.1 provides a “pipelining” mechanism, whereby a
WWW browser can request any number of objects as soon as possible, rather than waiting until the previous object
has been transfered to request the next object.
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Figure 5: Comparison of HTTP variants.

Figure 5 shows the results of our ACTS experiments with both versions of HTTP. The labels aloraxibe
represent different WWW pages. The WWW pages used in our study have differing characteristics (number of
objects, size of objects, etc.). See [KAGT98, KAGTO0Q] for a description of the page characteristics. Each line on
the plot is labeled with three settings used for the particular experiment, as follows.

1. The version of HTTP used (“1.0” or “1.1").

2. The number of parallel TCP connections employed to transfer the WWW objects{"@here x is the
number of connections used).

3. Whether the underlying TCP stack used a larger irstsald per the proposal outlined in [AFP98] (“4K ="
wherez is “yes” when using a larger initimwndor “no” when using the standard initialvnd).

The following are the key results from our study of HTTP transfers over ACTS.

e HTTP/1.1 generally outperforms HTTP/1.0, even when HTTP/1.0 is used in conjunction with multiple si-
multaneous TCP connections.

e When using only one TCP connection, HTTP/1.0 performs quite badly, even when using a larger initial
congestion window. This happens because each object must endure TCP’s slow start phase. When using
a single connection with HTTP/1.1, the effects of slow start are diminished because the TCP connection is
reused a number of times. Therefore, the small objects that make up the WWW page are combined to behave
more like a bulk transfer and therefore improve network utilization (as discussed in the previous sections).

e As outlined in the previous section, using a larger initial value for the congestion window improves perfor-
mance for short transfers (which are characteristic of WWW traffic).

2HTTP/1.0 also has a “keepalive” option for using persistent connections. Use of this option in HTTP/1.0 implementations is limited and
the mechanism is equivalent to the base HTTP/1.1 persistent connection mechanism. Therefore, we do not present any results using HTTP/1.0
with keepalives, as our experiments indicated the HTTP/1.1 (without pipelining) case is roughly equivalent.

Page 272 ACTS Conference 2000 Proceedings



e Kruse[KAGTOO] definesamodd for HTTP transfestha accurate} predicsthe transfe time of web pages
of various size.

Thes experimensaided the IETF in decidirg to makethe use of alarge initial valuefor cwnd an experimental
mechanim [AFP98]. In addition thes experimens highlight the importane of carefully designirg application
protocoksud tha theinteractiorsbetwee the application and the underlyirg transpot do not hinde performance.

7. Repesentative Network Traffic

Up to this point our experimens have involved a single fil e transfe over an otherwig unloade& network path In
our next se of ACTS experimentswe stiive to asses the ability of a realistc group of TCP transfes to utilize
the available bandwidh acros a netvork path containirg a satellie channé[KAGT99]. As shown in the previ-
ous sections shot TCP transfes can underutiliz the available bandwidh when no competimg traffic is present.
However, our previous experimens have nat assessithe ability of a group of TCP connectios to utilize the full
capaciy of along-dely network path We developel a traffic generato called trafgen [Hel98], basa on tcplib
[DJ9]] for thes experimentsFirst, we take apacket-ével trace of network traffic from aproduction nework (e.g.,
the network connectilg NASA GRC to the Internet) Thetrace is then analyzel using tcptrace [Ost97] for traffic
characteristicsFinally, thes characteristisare imported into trafgen which then generatearealistc mix of TCP
connectios basel on the particula production nework that producel the origind trace.
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Figure 6: Behavior of arealistc mix of traffic as afunction of time over an ACTS T1 circuit.

Figure 6 shows the resuls of a trafgen experimer over a T1 ACTS circuit betwee NASA GRC ard Ohio
Universily. Asillustrated the nework isfully utilized in mary instanceswhile alarge numbe of TCP connections
(orusergiseasily supportedThisindicatesthat arepresentate group of TCP connectioscan utilizethe available
bandwidth Whilethelong RTT may increag the transfe time of some individud TCP transfes (when compared
to the sane transfe over a network with a shorte RTT), it does not prevert the sum of the transfes from fully
utilizing the satellie channel.

8. Thelmpact of Bit-Er rors

The final experimen we conductel over ACTS attemps to quantify the impad of non-zeo bit-errar rates (BER)

on TCP performance An outline of this experimert and sone preliminary resuls are given in [KOAQ00]. These
experimenswere conducte by adjustirg the Earth-statio at Ohio University sud that it did not tradk theinclined-
orbit ACTS satellite Asthe satellie moved with respectto the dish, the BERs observe varied We ran long-lived
(1 houn TCP flows throudh the network during this time and measurd the bit-errar rate using an out-of-band
channel Furthe detaik can be found in [KOAOOQ]. The TCP stak employe in this se of experimens used a

Page 273 ACTS Conference 2000 Proceedings



512 KB advertisél window (viathe high performane TCP optiors outlined in sectia 4). Thisallows the netvork
path to determire the performane of a TCP connectionrathe than having the performane dictated by alimit on
the sendirg or recaving hog (this situatian simulates socke buffer autotunirg [SMM98]). In addition the stack
employel the TCP SACK option with the rate-halvirg algorithrm [MSML99].
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Figure 7: Throughpti as a function of bit-erra rate.

Figure 7 shows the throughpti obtainel by a TCP connectim as a function of the bit-errar rate of the satellite
channéwith 90% confidene intervals The figure shows tha with no bit-errois (denotel on the plot as 1e-09)
the TCP connectim is able to fully utilize the T1 capaciy of the satellie channel However, as expected as the
BER increass the throughpt obtainel by TCP decreasesThe roaot of this problem is the fad tha TCP cannot
determire why a particula segmert was dropped Thereforgin an effort to berave consevatively, TCP interprets
all ssgmert loss as an indication of network congestio and reduce cwnd accordingy. Thereforewhen asegment
is lost due to corruption TCP mistakeny decreasethe sendirg rate Researb into protocd mechanisra that
allow TCP to determire the true cau® of a segmert loss is ongoing RFC 2760 [ADG*00] contairs a discussion
of severd of thee mechanismsOur resuls are consistehwith analyticd modek of TCP performanetha show
throughptisindirectly proportionato the loss rate [MSMO97, PFTK93].

9. Conclusiors and Future Work

Ove the lag six years our ACTS experimens have shel light on the performane of the Interne protocd suite
over networks containirg long-dela links. Table 2 givesasummay of eat of our experimentsthe papeswritten
abou the experimens ard the IETF standard influencel by our results The following are the key resuls from
our experiments.

e TCP can fully utilize the capaciy of a satellie link when transferirg large amouns of data.

e Shot transfes often underutiliz the capaciy of the network, especialy in long-delg environments While
we have introducal mechanismatha may mitigate this problem moreresearh in this areawould be useful.

e Application layer protocok can have a large influence on the performane of a data transfe. For instance,
using bette application level mechanisra drasticaly decrease the transfe time requirel to load WWW
pages Carefu attentian to the desig of future application protocokis requirel to avoid poar interactions
betwea the transpot ard application layers.

e A realistc mix of network traffic can fully utilize the available bandwidh in a satellie netvork.
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Experiment Outcome Papers Standards
Contributions
Preliminary FTP Larger effective advertised windows are needed. [Kru9s] RFC 2488 [AGS99]
Experiments Slow start decreases performance for short transfers.
xftp Experiments While throughput improves when using multiple [AOK95] RFC 2760 [ADG 00]
parallel connections, choosing the right number [AKO96]
of connections is difficult. [All97]
High Performance | Large windows help performance but lead to a [AHKO97] | RFC 2488 [AGS99]
TCP Extensions higher probability of dropping multiple packets
from a window of data and thus causing a drastic
reduction in the transmission rate.
SACK The SACK option significantly improves throughput | [AHKO97] | RFC 2488 [AGS99]
Experiments throughput over satellite channels. [Hay97]
Larger Initialcwnd Using a larger initiatwndimproves throughput, [AlI97] RFC 2414 [AFP98]
Experiments especially for short transfers. RFC 2581 [APS99]
Byte Counting Using a modifieccwndincrease algorithm [All97] RFC 2581 [APS99]
Experiments increases throughput, especially for short transfers
HTTP Experiments | Using old versions of HTTP increases WWW responsgKAGT98]
time significantly. Using HTTP/1.1 with pipelining [KAGTOQ]
provides significant benefits over satellite links.
Experiments with a | The Internet protocol suite is able to fully utilize [Hel98]
Realistic Traffic Mix | the capacity provided by satellite channels when a | [KAG T99]
representative traffic load is used.
Bit-Error Rate Tests| As the BER increases the throughput obtained by | [KOAOQ]

TCP decreases due to the mistaken assumption
that lost segments indicate network congestion.

Table 2: Summary of key results

¢ Asthe BER of a channel is increased the TCP throughput decreases. Future research is needed into ways to
distinguish between congestion-based segment loss and corruption-based segment loss.

These key results have been influential in several Internet Engineering Task Force Working Groups. In partic-

ular, the results aided the TCP Over Satellite WG in producing RFC 2488 [AGS99] that describes which standard
TCP mechanisms should be used when transfering data over satellite channels and RFC 2760JARIGch
describes some of the open research topics in this area. Additionally, our ACTS experiments helped the IETF
decide to increase the initial value ofvndto 2 segments in RFC 2581 [APS99] and more experimentally to
3—4 segments in RFC 2414 [AFP98].
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